Criminal neighbourhoods: does the density of prior offenders in an area encourage others to commit crime?
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Abstract. Using crime data over a period of a decade for Glasgow, this paper explores whether the density of prior offenders in a neighbourhoods has an influence on the propensity of others to (re)commence offending. The study shows that the number of ‘newly active’ offenders in a neighbourhood in the current quarter is positively associated with the density of prior offenders for both violent and property crime from the previous two years. In the case of newly active property offenders, the relationship with active prior offenders is apparent only when prior offender counts exceed the median. The paper postulates that intraneighbourhood social mechanisms may be at work to create these effects. The results suggest that policies which concentrate offenders in particular neighbourhoods may increase the number of newly active offenders, and point to evidence of a threshold at which these effects take place.
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Introduction

There is no doubt that population-adjusted rates of crimes reported to police are higher in deprived neighbourhoods. However, what is not clear is whether concentrated disadvantage makes people who live there more likely to commit crimes. There is a substantial amount of research suggesting that neighbourhoods do have an independent effect on individuals’ propensity to commit crimes, but this literature has yet to explore a prime theoretical mechanism through which this ‘neighbourhood effect’ may transpire: the recruitment or influence of ‘newly active’ offenders by neighbouring prior offenders. To address this gap, we examine the effect of density of prior offenders on the rates of newly active offending in small neighbourhoods in the Scottish city of Glasgow, employing a panel negative binomial model. We find strong neighbourhood effects after threshold densities of prior offenders have been exceeded.

This paper first sets out the literature on neighbourhoods effects and crime and describes the gap in the literature which this research attempts to fill. An account is given of the methods and data used in this research. Results for a basic model with three variants are then described. This is followed with a discussion of the results and how they relate to the literature and what implications this may have for policy makers.
Background
Potential mechanisms for neighbourhoods affecting criminality

Scholarship regarding how neighbourhoods and lifestyles might independently influence an individual’s propensity to commit crime falls into one of three categories: (1) the criminal-career perspective; (2) the victim perspective; and (3) the context perspective (Miethe and Meier, 1994).

Theories taking the ‘criminal-career’ perspective focus on how, through a variety of mechanisms, the peers, family members, or social institutions surrounding individuals influence their potential for becoming an offender: for example, the critical role of peers in shaping teen criminal delinquency (Case and Katz, 1991). One prominent example of this perspective—the rational choice theory—explains crime as a decision based upon the weighing of costs and benefits of committing a criminal act (Cornish and Clarke, 1987; Felson and Boba, 2010), an assessment which may be a product of an individual’s social development and local norms related to illegal activities.

Cultural explanations of crime, therefore, are also relevant; in particular, the notion of ‘sociological inheritance’, whereby the involvement of parents and elder siblings legitimizes an individual’s participation in offending and violence (Bannister et al, 2010; Elias and Scotson, 1965). It is also argued that those who place more emphasis on the intertwining of family and neighbourhood history are more likely to act in accord with that legacy, adopting a particular mode of criminal behaviour (Small, 2002), so that individual social and spatial identities become intertwined.

‘Victimization’ theories focus on the characteristics of potential victims that may put them at an increased risk of experiencing crime, including as accomplices. The routine activity approach posits that “most criminal acts require convergence in space and time of likely offenders, suitable targets, and the absence of capable guardians against crime” (Cohen and Felson, 1979, page 588). Lifestyle-exposure theory suggests that demographic differences in the likelihood of victimization can be attributed to differences in lifestyles that produce differential exposure to dangerous places, times, and others. Thus, different neighbourhood contexts may provide different “proximity to motivated offenders, exposure to high-risk environments, and target attractiveness” (Miethe and Meier, 1994, page 40). Neighbourhoods containing many young adults or drinking establishments may encourage criminality because of the risk-taking lifestyles of residents and an alcohol-induced vulnerability that yields a ready supply of potential victims (Raleigh and Galster, 2012).

The ‘context’ perspective suggests that the neighbourhood environment provides multiple signals to likely offenders and shapes space/time patterns through which potential victims pass. Most of the research has investigated cross-sectional differences in social processes across neighbourhoods, including social disorganization, informal social control and collective action, and collective efficacy. Informal social control has been identified empirically as a key inhibitor of neighbourhood crime, and appears strongly correlated with: community social cohesion (Bellair and Browning, 2010); residential stability (Bellair, 1997; Hipp, 2007; McNulty and Holloway, 2000; Sampson and Groves, 1989); and homeownership rates (Dietz and Haurin, 2003; Herbert and Belsky, 2008; Lindblad et al, 2012; Rohe et al, 2000; Spelman, 1993).

Comparatively less research has focused on the physical environment’s effect on crime, apart from its potential ‘signalling effect’ of social disorder (Wilson and Kelling, 1983). There has been some urban design theorizing though the empirical evidence is equivocal (Bannister, 1991), about whether buildings and neighbourhoods providing ‘defensible spaces’ deter crime or, conversely, whether some building types are more vulnerable to crime (Newman, 1972; Poyner, 1983; Taylor et al, 1984).
Taking a context perspective, the rational-choice view of crime implies that neighbourhoods where potential offenders are presented with perceptibly greater benefits and/or lesser costs or probability of being caught will generate more crime. Thus, neighborhoods having notably lax law enforcement, many vacant properties as potential venues, or low population densities offering fewer potential reporters of crime, would be expected to encourage the commission of crimes (see Krivo and Peterson, 1996; Raleigh and Galster, 2012; Roncek, 1981; Spelman, 1993).

Structural and cultural explanations for crime are also relevant to the context perspective. Violence can be a product of frustration and rage and an outlet for those from disadvantaged areas with few other legitimate means of expressing themselves or securing a masculine identity (Messerschmidt, 2000; Totten, 2003); Crime can also be a leisure pursuit to achieve pleasures or ‘authentic experiences’ not otherwise afforded in deprived areas (Katz, 1988; Lyng 2005). Criminal behaviours are understood as part of a ‘repertoire’ of practices, beliefs, and attitudes to enable the attainment of aspirations which are otherwise hard to achieve due to low incomes, poor neighbourhood facilities, and restricted mobility (Campbell, 1993; Hallsworth, 2005; Young, 1999), especially where the community lacks structures to control or inhibit such activities (Bannister et al, 2013; Sampson et al, 1997).

The challenges of measuring causal relationships

Despite this well-developed body of criminological theory about why neighbourhoods could have an independent causal impact on residents’ propensity to commit crime, most of the empirical evidence has not been definitive. The primary reasons are their failure to account for the statistical biases stemming from potential geographic selection and endogeneity. Consider first geographic selection: deprived neighbourhoods may systematically attract individuals who are already more prone to criminal activities (Galster, 2008; Hedman and van Ham, 2012). For example, prior offenders gravitate to relatively few neighbourhoods after their release from prison, with a corresponding upsurge in observed crime rates (Hipp and Yates, 2009). Similarly, prior offenders may be allocated accommodation in certain areas of welfare housing, often the least popular neighbourhoods. Most past research has consisted of multivariate linear models using cross-sectional data to yield correlations between aggregate crime statistics and neighbourhood characteristics and therefore cannot distinguish empirically neighbourhood selection from neighbourhood effects.

A few studies prove the exception inasmuch as they investigate whether the relationship between neighbourhood crime rates and neighbourhood deprivation is nonlinear. It has long been known that the observation of increasing marginal impacts of higher shares of deprived residents provides strong a priori evidence of a neighbourhood effect because the observation is difficult to explain in terms of selection alone (Manski, 1995). However, whilst Hannon (2002; 2005) finds increasing marginal effects, Hipp and Yates (2011) find decreasing marginal effects (except for murder), and Krivo and Peterson (1996) find it depends on whether violent or property crime is considered.

The challenge of endogeneity involves sorting out the degree to which aggregate neighbourhood characteristics influence whether residents commit crimes, or whether aggregate neighbourhood characteristics change as a result of residents committing crimes. In the view of several scholars, such reciprocity may manifest itself in crime-shaped selective in-migration and out-migration from a neighbourhood (eg, younger, single households move in whereas older families with children move out), yielding changes in aggregate population characteristics, neighbourhood stability and informal social control, thereby affecting crime rates (Bursik, 1988; Felson, 2002; Miether and Meier, 1994; Skogan 1990).

Recently, two studies have probed aspects of these mutually causal relationships using strong statistical models for endogeneity. Hipp et al (2009) found that increased property
and violent crime rates predicted increased housing turnover (and, in the case of violent crime, lower home values) in the neighbourhood during the subsequent year, but not vice versa, suggesting that crime was more a driver of neighbourhood change than a response to it. However, Hipp (2010) found that neighbourhood-concentrated disadvantage did have a positive relationship with crime rates a decade later and vice versa, suggesting that crime does respond to endogenously produced changes in neighbourhood economic composition. This finding does not, of course, prove that neighbourhoods affect resident criminality, but is consistent with that claim.

In summary, the extant literature reveals the empirical complexities in uncovering the causal impact of neighbourhood characteristics on the propensity of residents to commit crimes. The evidence thus far is suggestive but hardly definitive, due to methodological shortcomings related to geographic selection and endogeneity biases and contradictory findings.

**Studying prior offenders as a key neighbourhood characteristic**

The density of prior offenders can be considered a key neighbourhood characteristic in the study of place-influenced criminality. It represents both a criminal-career and a context perspective on crime: prior offenders constitute a potentially influential peer group for learning and recruitment into crime (the criminal-career view); and prior offenders may shape the local social context both by establishing norms of criminality and through disrupting or inhibiting processes of informal social control (the context view).

We investigate empirically the relationship between the density of prior criminal offenders in a neighbourhood and the subsequent rate of offending by newly active residents. In neighbourhood effects terms, any statistical relationship observed is likely to represent the manifestation of some unobserved combination of effects transmitted by local peers, role models, and/or social networks involving prior offenders and those nearby who have not yet, or recently, offended. Our modelling meets the endogeneity challenge by employing longitudinal data that permit us to specify unambiguously prior conditions and subsequent outcomes. We meet the geographic selection challenge by distinguishing clearly between prior offenders (who may indeed select—or be selected into—their neighbourhoods in a systematic manner based on their unobserved characteristics) and a distinct group of nonrecent offenders who we have no reason to believe will select neighbourhoods on the basis of their share of prior offenders. Moreover, we probe for potential nonlinear relationships to buttress the evidence about causation versus selection.

We address the following two research questions:

*Is the density of prior offenders in a particular neighbourhood during one quarter positively associated with the (population-adjusted) number of newly active offenders in the neighbourhood during the subsequent quarter?*

*If there is such an association, does the relationship between density of prior offenders and number of newly active offenders become significantly stronger past a threshold density of prior offenders?*

Whilst our main concern is the criminal-career perspective on criminality, we also incorporate the context perspective in two respects. First, we include elements of the social composition of neighbourhoods in our analysis, including two types of offender (see below), as well as the age structure of the local population—reflecting concerns that young people may be more susceptible to criminal recruitment, a form of ‘selective socialisation’ (Galster, 2007). Second, we consider whether the influence of offenders may operate differently at different levels of neighbourhood deprivation, reflecting arguments in the literature that the more deprived an area is, the greater the necessity (or felt need) to commit crime, and the lower the resistant barriers to that crime within the community.
We answer our research questions with a unique dataset and relatively robust analytical strategy. Our dataset involves unprecedented information about individual offenders, what types of crime they committed (permitting the distinction between broad crime types), and when and where the crimes were committed. These data are not a sample; they represent a tabulation of all reported crime in the study area during the period under investigation. This information covers a substantial period: quarterly observations over ten years. Finally, it is tabulated at a fine-grained spatial scale: the datazone level across metropolitan Glasgow, Scotland, which has a mean population nationally of 600 during the period under investigation.

The panel nature of our data permits us to specify fixed-effect models as an added safeguard against first-time offenders selecting particular neighbourhoods based on unobserved neighbourhood characteristics that might be correlated with the density of prior offenders residing there. The longitudinal nature of our data and the ability to distinguish individuals who constitute a dimension of neighbourhood context (i.e., prior offenders) from those who may be influenced subsequently by this context (i.e., those with no recent criminal record but who subsequently offend) give us the ability to make causal claims with more confidence.

**Methods and data**

**Glasgow city**

To answer the research question we have used data from the Scottish city of Glasgow as defined by the Glasgow City Council administrative boundary. Glasgow is a postindustrial city with a population of 598,830 (GRO-Scotland, 2012) and considerable problems of deprivation; the city contains 36% of the most-deprived decile of neighbourhoods in Scotland (Scottish Government, 2012). Glasgow also has significant levels of crime, with crime rates typically 60% higher than the national average and 20% higher than in other Scottish cities (Glasgow Indicators Project, 2010).

**Neighbourhood scale**

Neighbourhood scale has been defined by datazones which are small-scale geographies with an average population of 600 people. These were constructed as part of census-reporting geographies and are designed to contain households with similar social characteristics (Scottish Government, 2006). For the purposes of this project datazones were thought to be an appropriate geography, there are 693 datazones in Glasgow with most of these areas small enough to easily walk around in less than 20 minutes (figure 1). From a practical point of view they are the geographical level at which data are available and the lowest level at which data are available from the Scottish Indexes of Multiple Deprivation (SIMD).

**Crime and offender data**

Crime data were provided by Strathclyde Police Department for the period (in financial years: April–March), 1998/99 to 2008/09. Two main datasets were used for these analyses. First, the Recorded Crimes Dataset provided data on all crimes in the city, except crimes of a sexual nature. The precise location of each crime was recorded, where known; otherwise the beat location\(^{(1)}\) was given as the geographical location of the crime. Second, the Offenders Dataset provided data on offenders, and their place of residence, where known, at the time of their offending. The recorded Crimes and Offenders Datasets link crime and offenders via a unique crime number. Locational data are missing from 20% of all offenders, similarly for offenders committing violent and property crimes). From these datasets we were able to construct the combined dataset for this research (described below).

\(^{(1)}\)Police beats are typically smaller than datazones and in the majority of cases identifying them within a datazone will mean the crime also happened within that datazone.
Crimes were categorized by the researchers into three groups: all crimes; property crimes; and violent crimes. Although initial analysis examined all crime, for a number of reasons it was felt that this category was too broad. The heterogeneous nature of the group meant that interpretation of results was difficult. It was decided to concentrate analysis on the property and violent crime groups. Violent crime mostly comprises murder, assault and weapons offences. Property crime mostly comprises theft, burglary, and vandalism (table 1).

Crimes and offender information was located and coded into datazones. We identify a group of newly active offenders (NAOs), defined as those who had not committed a crime in the previous two years but had committed a crime in the current quarter. NAOs were identified in two groups and counts provided: violent NAOs and property NAOs. NAOs will comprise mostly first-time offenders (since nearly 90% of offenders recommit crimes within two years) but also some dormant prior offenders who become active again after a hiatus.

The prevalence of two types of prior offenders were also defined: currently inactive prior offenders (CIPOs) defined as having committed a crime sometime in the two years before the current quarter but not in the immediately previous quarter; currently active prior offenders (CAPOs) were offenders who had committed crimes in the previous quarter. Rates per 100 persons for both types of offender were calculated. These data were constructed...
Table 1. Crime categories and types of crime.

<table>
<thead>
<tr>
<th>Violent crime category</th>
<th>Property crime category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Murder</td>
<td>Theft from a motor vehicle—not elsewhere classified</td>
</tr>
<tr>
<td>Possess a firearm with intention to endanger life, etc</td>
<td>Theft by housebreaking—domestic property—dwellling</td>
</tr>
<tr>
<td>Attempted murder</td>
<td>Theft by housebreaking—domestic property—nondwelling</td>
</tr>
<tr>
<td>Culpable homicide—common law</td>
<td>Theft by housebreaking—other property</td>
</tr>
<tr>
<td>Serious assault</td>
<td>Housebreaking with intent to steal—domestic property—dwellling</td>
</tr>
<tr>
<td>Robbery</td>
<td>Housebreaking with intent to steal—domestic property—nondwelling</td>
</tr>
<tr>
<td>Threats and extortion</td>
<td>Housebreaking with intent to steal—other property</td>
</tr>
<tr>
<td>Cruelty (neglecting and causing) to and unnatural treatment of children</td>
<td>Theft by opening lock-fast places (OLP)—not motor vehicle</td>
</tr>
<tr>
<td>Abduction</td>
<td>OLP with intent to steal—excluding motor vehicle</td>
</tr>
<tr>
<td>Cruel and unnatural treatment of an adult</td>
<td>Attempted OLP with intent to steal—excluding motor vehicle</td>
</tr>
<tr>
<td>Reckless conduct with firearms</td>
<td>Theft by OLP—motor vehicle</td>
</tr>
<tr>
<td>Mobbing and rioting</td>
<td>OLP with intent to steal—motor vehicle</td>
</tr>
<tr>
<td>Possession of an offensive weapon</td>
<td>Attempted OLP with intent to steal—motor vehicle</td>
</tr>
<tr>
<td>Restriction of offensive weapons</td>
<td>In building with intent to steal</td>
</tr>
<tr>
<td>Carrying of knives etc (Scotland) Act 1993</td>
<td>Theft not elsewhere classified—excluding motor vehicle</td>
</tr>
<tr>
<td>Common assault</td>
<td>Theft of motor vehicle and contents, including taking and driving away</td>
</tr>
<tr>
<td>Crossbow offences</td>
<td>Theft by shoplifting</td>
</tr>
<tr>
<td>Racially aggravated harassment</td>
<td>Theft of pedal cycle</td>
</tr>
<tr>
<td>Racially aggravated conduct</td>
<td>Attempted theft of a motor vehicle</td>
</tr>
<tr>
<td>Common assault of an emergency worker</td>
<td>Reset (receiving or retaining goods, obtained by theft, robbery, etc)</td>
</tr>
<tr>
<td></td>
<td>Fraud—including statutory fraud</td>
</tr>
<tr>
<td></td>
<td>Clandestine removal of boats</td>
</tr>
<tr>
<td></td>
<td>Clandestine removal of other property</td>
</tr>
<tr>
<td></td>
<td>Vandalism (includes malicious damage and malicious mischief prior to April 2009)</td>
</tr>
<tr>
<td></td>
<td>Vandalism (excludes reckless damage/malicious damage from April 2009)</td>
</tr>
<tr>
<td></td>
<td>Malicious damage</td>
</tr>
</tbody>
</table>

Note: The types of crime listed within each of the two categories are as defined by legislation and recorded by Strathclyde Police.

for each quarter for all datazones for the time period 2000/01\(^{(2)}\) to 2008/09 giving a total of thirty-five quarters of data for each datazone. Two years was decided as the period by which to define prior offenders as analysis of the dataset revealed that over 88% of offenders had reoffended in that period. Increasing the period to five years had only limited impact, raising the number of reoffending offenders to 97% and would have significantly reduced the number of quarters available to the panel analysis. Both CIPOs and CAPOs were identified,

\(^{(2)}\) The period from 1998/99 to 1999/2001 was not used as current quarters as full two years of prior data were not available.
firstly irrespective of which type of crime they committed, and, secondly, according to the nature of their most recent crime as either violent or property prior offenders.

We emphasize here that the labels ‘active’ and ‘inactive’ are potentially misleading if interpreted generically. Both sets of prior offenders involve a heterogeneous amalgam of individuals. Nevertheless, on average these two sets can be distinguished by their distributions of values along three dimensions: criminal frequency, type, and skill; that is, how often they commit crimes, what types of crimes they commit, and how skilled are they at avoiding arrest having committed a crime. Collectively, CAPOs denote prior offenders who on average commit crimes more often, and/or commit crimes that because of their intrinsic nature are more likely to get them arrested, and/or are relatively unskilled in avoiding arrest given the type of crime they have committed, hence appearing in the offenders dataset more often. The profile of CIPOs would have all the opposite characteristics including, at the extremes, reformed offenders who will never commit another crime, offenders who commit crimes that because of their intrinsic nature are less likely to get them arrested, and skilled offenders who rarely or never get caught.

Data caveats

While the data used in these analyses are unique and of good quality, there are clarifications and caveats that need to be made in relation to the potential misclassification of offenders. Offenders in our dataset are identified as such by the police. To identify someone as an offender the police must have secured a predetermined level of evidence sufficient to satisfy the procurator fiscal (ie, local public prosecutor) that a person will be prosecuted. Inevitably there will be some people identified as offenders who are not guilty of the crime in question, and others not identified as offenders who have, in fact, committed crimes. We also know from these data that some types of crime have lower numbers of identified offenders; for instance, only about 19% of burglaries ever identify an offender compared with the crimes which involve violence against the person for which nearly 70% have an identified offender. These issues would affect any analysis conducted on official offender records, but do not necessarily mean that large numbers of offenders are unknown or absent from the dataset, merely that some crimes are unattributed; we also know that most offenders are responsible for multiple crimes, on average 5 crimes or more in our dataset. A second caveat is that although we identify offenders as being either property or violent crime offenders, it is possible that some offenders may have committed both types of offences during their criminal careers.

Neighbourhood data

Deprivation

Neighbourhood deprivation was measured using the percentage of people who were income deprived, which is extracted from the SIMD and highly correlated with the overall level of deprivation measure ($R = 0.98$) (Scottish Government, 2012). The SIMD income data are for 2002, 2005, and 2008, quarters in these years were each given that year’s values. Quarters in the other years were assigned values on the assumption that change in the SIMD was linear over time. These calculations allowed us to apply deprivation to our models as independent variables rather than fixed effects in the models.

Neighbourhood age profile

Also added to the panel data are the estimated age and gender distribution of the datazone population for the individual years of the survey. Population estimates were provided for each year by General Register Office for Scotland (GROS).
Spatial lag variables
There is evidence which suggests that crime rates in neighbourhoods might be influenced by the social context in neighbouring areas (Hirschfield et al, 2013). For instance, while individuals may travel away from their immediate neighbourhoods to commit crime, evidence suggests that these distances are not great (Hipp and Yates, 2009; Meaney, 2004; Raleigh and Galster, 2012), and where affluent areas border more deprived areas, the former suffer more crime than expected (Bowers and Hirschfield, 1999). While datazone borders have been created to represent neighbourhoods, these borders are not physical barriers, and therefore are susceptible to influence from neighbouring datazones. Neighbourhoods are known to be influenced by many factors in nearby areas, like crime (Brantingham and Brantingham, 1984).

It is important that we model these spatial influences, and much has been written about the spatial techniques used to control for these issues (Anselin, 1998; LeSage, 1999). To account for these problems we created equivalent spatial crime lag variables for each of the models: for example, lag of property crime for models with NAOs who have committed property crime. To do this we identified contiguous datazones for every datazone and then added the average crime rates for the contiguous datazones to the panel data, similar to the methodology used by Hirschfield et al (2013). We conducted several tests to ascertain the degree to which spatial autocorrelation may have influenced our results; in light of these supplemental analyses we are confident that results reported here represent an unbiased effect at the neighbourhood scale.\(^{(3)}\)

Analysis
Panel data
Our approach has allowed us to construct a series of cross-sectional snapshots for each neighbourhood. Taking the first quarter in our data we calculated the offender data (as described above) and added them to the panel dataset, repeating this for all thirty-five quarters available to us. This provides us with thirty-five quarters of data for crime, offenders, and other neighbourhood characteristics for each of the 693 neighbourhoods.

Fixed-effects model
Using a fixed-effect modelling approach to analyze the panel data allows us to control for time-invariant, unobserved heterogeneity across datazones. Parameters of interest are estimated by modelling within-datazone changes over time rather than the between-datazone comparisons, which traditional cross-sectional analysis relies on. This technique minimizes the potential bias that may arise if potential first-time offenders select residences based on unmeasured heterogeneity across datazones that might be correlated with densities of prior offenders, thus strengthening our confidence that results reflect real effects.

\(^{(3)}\) The usual Moran’s I-test is invalid here because it would compare residuals spatially across years. We were unable to identify a method for conducting an appropriate spatial autocorrelation test on panel data. Moreover, there are currently no methods for carrying out spatial error or spatial lag modelling for fixed-effects negative binomial models using panel data. We thus followed the advice of two leading spatial statisticians, Dr Julia Koschinsky and Dr Duncan Lee, and tested residuals using Moran's I for each quarter across the thirty-five quarters. We found that for some (but not all) models there was significant autocorrelation still unaccounted for by the lagged dependent variable. We therefore investigated the scale at which the effects for CIPOs and CAPOs occurred by adding to the model their lags computed for contiguous neighbourhoods. We found that these lags were not significant in any models and results remain largely unchanged for the neighbourhood-level CIPOs and CAPOs, suggesting that these effects are confined within the neighbourhood.
Negative binomial distribution
As the distribution of both property and violent crime has a negative binomial distribution (online appendix figure A1, http://dx.doi.org/10.1068/9140180p) we have used a negative binomial algorithm for count data for the dependent variables in running the fixed-effect model in the Stata statistical software package. The model presumes a Poisson distribution where $Y_{it}$ is the independent variable at quarter $t$ and datazone $i$, where $\mu_{it}$ is the expected (mean) value of $Y_{it}$ from the model:

$$ Y_{it} \sim \text{negative binomial} \left( \mu_{it}, \alpha \right), $$

$$ \ln(\mu_{it}) = X_{it} \beta. $$

Spatial correlation is accounted using a simultaneous autoregressive type approach, whereby spatially neighbouring values of the dependent variable were included as an additional independent variable. Temporal autocorrelation was accounted for by including the quarter of the data as an independent variable.

Where $\mu_{it}$ is the fitted value (mean) of $Y_{it}$ and $\alpha$ is a dispersion parameter which relaxes the Poisson assumption of equal mean and variance.

Dependent variables
Two separate models were run using two different dependent variables: the number of NAOs committing property crimes and the number of NAOs committing violent crimes. The models were then scaled using Stata’s offset command, setting the coefficient of datazone population to 1, which thus allows us to interpret results as adjusted for the datazone population.

Core model: independent variables
A number of independent variables were added to the models (table 2). Spatial lag variables for crime in the surrounding neighbourhoods are included to account for contamination from surrounding neighbourhoods. CIPO and CAPO within the neighbourhood are added as rates per 10,000 of the population. Also added is the datazone population broken down by age and gender (%). The percentage of people who are income deprived in the neighbourhood is also included. Finally, we have also added a set of year-quarter dummy variables to control for any temporal influences upon levels of NAOs, such as macroeconomic cycles and seasonality.

Variations on the core model
The paper is structured around a core model with a number of variants also presented. The first variant of the model replaces generic CIPO and CAPO rates with more specific rates of CIPO and CAPO who have committed either violent or property crimes. These models let us consider whether variations in rates of prior offenders who have committed certain types of crime are more strongly associated with variations in NAOs committing the same type of crime. If role modelling, peers, or social networking mechanisms were primarily at play in recruiting new offenders within neighbourhoods, we would expect this to be the case.

The second variant of the core model examines interactions between deprivation in the datazone and active and inactive prior offenders. We would expect that the prior recruitment mechanisms would operate with more potency in deprived places where norms regarding criminality may be more permissive and/or economic necessities may be more compelling. The deprivation, CAPO, and CIPO variables were all rescaled to mean 0 and standard deviation 1 prior to this interaction model being run.

The third variant of the core model probes for potential nonlinearities in neighbourhood effects, exploring whether there are threshold densities for the effect of prior offenders on the level of recruitment of NAOs. Several social-interactive processes within neighbourhoods may evince efficacy in recruiting new offenders only when the number of prior offenders serving as role models or peers exceeds a critical amount.
Results

Core model: generic prior offenders

The key results for the core model can be seen in table 3.\(^{(4)}\) This shows that the rate of both CIPOs and CAPOs are associated with higher numbers of NAOs for violent crime in a statistically significant way. The strongest effect appears to be for CAPOs, where an increase in the number of active prior offenders in any neighbourhood of 1% predicts an increase in NAOs of about 6% after controlling for other factors. Increases in CIPOs also lead to increases in NAOs but the effect is modest compared to the effect of CAPOs.

The results for NAOs committing property crime show a similar pattern with increasing rates of CAPOs being strongly associated with NAOs, with a predicted increase in NAOs of 5% for every 1% rise in CAPOs. The rates of CIPOs do not have a statistically significant effect on the numbers of NAOs committing property crimes.

Two gender–age groups have statistically significant relationships with NAOs committing property crime (see online appendix table A1). Higher percentages of females aged 25–29 years and 65 years and older are negatively correlated with the numbers of property crime NAOs. These relationships are not replicated in the model examining violent crime.

\(^{(4)}\)The full set of results for all variables for all models are given in appendix tables A1–A4 online.
Table 3 also shows that neighbourhoods with higher rates of income deprivation are also associated with higher numbers of both violent and property crime NAOs. The corresponding relationship between neighbourhood deprivation and reported rates of crime has been widely observed; cf Hannon (2002; 2005), Hipp and Yates (2009; 2011), and Raleigh and Galster (2012). Again, we need to recognise that neighbourhoods with deprived populations represent deeper pools of both possible NAOs and victims. They may be areas where comparative shortcomings of security devices and public safety forces may reduce the costs of crime as perceived by potential offenders. The fact that the spatial lag of the given crime type is statistically significant and positive in both cases is as expected, given prior literature (eg, Hipp and Yates, 2009; Raleigh and Galster, 2012).
First variant model: crime-specific prior offenders
In the first variant models we substituted non-crime-specific CIPO and CAPO rates with four crime-specific variables: CIPOs and CAPOs who had committed violent crimes; and CIPOs and CAPOs who had committed property crimes. Results are presented in table 3(b).

In the violent NAO model the corresponding (i.e., violent crime) CAPO variable is not significant, but CAPOs whose last crime was a property crime are significantly associated with an increase in violent NAOs. CIPOs whose last crime was a property crime are also significantly associated with an increase in violent NAOs. Unexpectedly, corresponding (i.e., violent crime) CIPOs are significantly associated with lower levels of violent NAOs. We will consider the reasons for this result in the discussion. Overall, the combined positive effects of the two property prior offender variables upon first-time violent offending is greater than the negative effect of the inactive violent prior offender variable, so the overall effect is that the presence of prior offenders in the area has a positive impact upon first-time violent offending (consistent with the core model).

The first variant property model is very similar to the core model with a slightly stronger and significant positive association between active prior property offenders and newly active property offenders. No category of other prior offenders has a significant association with NAOs in the model. The only other change from the core property NAO model is that females aged 25–29 are no longer significantly associated with a decrease in NAOs (see online appendix table A2).

Second variant model: interactions between prior offenders and deprivation
The second variant of the core model examines the interaction effect of deprivation in the neighbourhood and prior offenders both inactive and active. In both types of NAO crime models, deprivation does not significantly interact with CIPOs or with CAPOs. The main effect of CIPO becomes statistically insignificant in the violent NAO model as does the impact of deprivation. Unlike in the violent model, deprivation remains significant in the property NAO model.

Third variant model: nonlinearities in the prior offender–NAO relationship
In the third variant of the model we specify spline variables to investigate the existence of nonlinearities and thresholds. We experimented by using quartiles of observed rates of CIPOs and CAPOs as the knots for the splines.(5) This specification allows us to test whether the relationship between the CIPO and CAPO variables and NAOs changes between each of these knots.(6) These experiments revealed that a much simpler specification involving only one spline knot at the median captured the only observed nonlinearities. Results from this analysis can be seen in table 3(a).

The most striking result is a strong threshold result for CAPOs at its median (median CAPO rate = 1.705 per 100) in the NAO property crime model. This suggests that the density of active offenders has little or no effect on newly active offending in a neighbourhood until the density reaches the median, at which point there is a significantly large marginal effect that remains unaltered thereafter. There were no similar thresholds observed for the relationship between CIPOs and NAOs in any of our experimental spline specifications.

---

(5) Knots are the break points in the distribution used for analysis.
(6) In each spline range past the baseline the test for statistical significance involves the null hypothesis that the slope past the given knot is no different from the slope accumulated across all prior (smaller) knots.
Discussion

Our analysis of Glasgow data indicates that the population-adjusted rate of prior criminal offenders residing in a datazone during one quarter is positively associated with the number of residents who become newly active violent or property crime offenders during the subsequent quarter. Note that most ‘newly active’ offenders will in fact be first-time offenders, but that this group will also include prior offenders who have been dormant or inactive for some time. The relationship is strongest for the most currently active prior property crime offenders for newly active offenders who commit violent or property crime. The positive relationship between active prior property crime offenders and newly active property offenders is evident only when the former exceeds the median. There is also a weaker positive relationship between inactive prior property offenders and newly active violent offenders, but no apparent relationship with newly active offenders committing property crime. In this discussion we: (1) indicate why we think these relationships reflect causal connections; (2) reflect on what underlying mechanisms might be at play; and (3) draw policy implications.

Selection and endogeneity challenges revisited

We believe that our modelling has surmounted the challenges of geographic selection and endogeneity, and that the foregoing statistical associations represent real relationships. Regarding selection, our fixed-effects specification controlled for idiosyncratic features of our datazones (such as aspects of the built and physical environment or local police enforcement) that may have influenced both the numbers of prior offenders residing there and the numbers of first-time offenders and may be reasonably assumed time invariant over the course of our analysis period. Moreover, we can discern no plausible reasons why unobserved characteristics of prior offenders would lead them to move into datazones that offer larger pools of potential offenders and would also positively correlate with the probabilities that such potentials will turn to actual offenders. An unexplored issue, however, is the fact that offenders may return to areas in which they have strong family connections which they could use for influence or recruitment into crime. Indeed, the emerging field of neighbourhood histories is one that could be usefully applied to studies of offending as well as of poverty (van Ham et al, 2012).

Regarding endogeneity, we believe that our explicit lag structure offers some assurance that we are measuring the effect of neighbouring prior offenders on the chances of first-time offending and not vice versa. Indeed, we do not find persuasive reasons to posit such reverse causality.

Potential causal mechanisms

The results show that the types of crimes committed by NAOs appear to be influenced differently by the types of prior offenders, and that these differences may give us an indication of which mechanisms might be most influential for different crimes. We argue that the mechanisms most influencing property crimes and violent crimes are likely to be different.

Most property crime is likely to require skills that need to be learned (e.g., burglary) or to be perpetrated by groups (e.g., some types of vandalism). This learning and association are most likely to come from and be with peers and members of local social networks. Our finding that active prior offenders who commit property crimes are influential on the number of property NAOs is consistent with this view that networking processes and peer influences are important for property crime. This may enable opportunities for the enactment of property crime within the local context to be increasingly taken advantage of, whilst altering the view of the risks involved. The threshold results for newly active property offenders are supportive of our postulation that CAPOs exert their influence in recruiting NAOs through social interactive processes within the neighbourhood. A few CAPOs in the neighbourhood may indeed constitute potentially ‘undesirable friends’ and ‘inappropriate role models’ for neighbours who have never committed crime, but these few CAPOs may represent only an
exceptional, ‘deviant’ peer in a neighbour’s otherwise-noncriminal social network. As the number of CAPOs in a neighbourhood becomes substantial, however, their marginal power to create a critical mass of criminal peers, broadcast their criminal expertise, and infiltrate more and more noncriminal local social networks may expand disproportionately.

While newly active property offenders will be influenced by their social networks, the factors that make an individual react with, or perpetrate, violence are likely to be due to a deeper socialization that may come from the culture and norms of the neighbourhood. The fact that we find no threshold effects for the violence model further supports our argument that these sorts of crimes are more subject to neighbourhood socialisation mechanisms which rely less on a critical mass of prior offenders. Consistent with our view, we found that both active and inactive prior offenders who committed property crime (both recently and longer ago) appear to influence the probability of violent NAOs. This might be due to such prior offenders carrying with them norms regarding lawlessness that permeate the surrounding neighbourhood. This view is strengthened by recognizing that an unknown proportion of prior property offenders have been violent offenders in their history. Furthermore, the fact that property crime is far more common than violent crime (by a factor of 2 or 3 to 1, depending on the year) supports the view that high levels of property crime may be symptomatic of high levels of criminality in general, and that prior property offenders may affect first-time violent offenders through their influence on criminal norms and culture in the area.

Our findings in relation to the role of violent prior offenders are interesting and unusual, and worthy of further consideration. But first we must recognize some limitations to what we have been able to analyze. It is likely that some violent offenders also commit property crimes such that the distinction between the two is not watertight. Further, we have not examined the part played by offenders who commit different types of violent crime, some of which will result, for example, in custodial sentences which remove offenders from the neighbourhood for periods of time. Violent crime may also be individual or group based, which again we have not been able to separate.

Nevertheless, the fact that CIPOs whose last known offence was a violent one were found to have a strong negative relationship with violent NAOs, in contrast to the positive relationships between property prior offenders and NAOs, suggests that different processes may be at work in relation to violent crime within neighbourhoods and that context may not play the same role as it does for property crime.

It may be that prior violent offenders exert a form of social control over others in the neighbourhood. The crimes in the violent crime category include severe crimes associated with quite extreme offending and may represent the presence of serious offenders who wish to exercise control over their ‘turf’, and to control the activities or influence of others who are potentially perceived as a threat. This would be consistent with group-based violence associated with territoriality (Goldson, 2011; Pitts, 2008). A further, related explanation lies in the cultural and ‘sociological inheritance’ view of violence. Violent offenders are a much smaller group within any neighbourhood than property offenders, hence lessening the role of social networks as a mechanism, but highlighting the role of ‘cultural frames’ of violence shared within tight circles of kith and kin. Thus, violent crime may become the preserve of a dominant, closely bonded group within an area, such that similar criminal activity by others is not heightened.

Finally, neighbourhoods with higher percentages of women who are between 25 and 29 years and over 65 years of age were found to have lower numbers of newly active offenders who commit property crime. This may reflect the fact that females are less likely to be victims of crime but are also less likely to become offenders (Davies, 2011; Graham and Bowling, 1995; Soothill et al, 2002). It is possible that females, and older females in particular, act as agents of social control and that this helps to explain the significant negative relationships in
the models. However, these relationships seemed to exist only with relation to property crime and not violent crime.

**Policy implications**

Besides its importance in casting light on potential causal mechanisms, our finding of thresholds for percentages of active prior property offenders holds broader significance for research and policy related to crime and neighbourhoods, arguing against segregating the disadvantaged. Several strands of research have indicated that context thresholds should be adopted as a working hypothesis for many neighbourhood effect outcomes, including criminality (Galster, 2003; 2008). Krivo and Peterson (1996) and Hannon (2002; 2005) have found distinct thresholds and/or increasing marginal effects of neighbourhood poverty rates on neighborhood crime rates in US census tracts, though recently Hipp and Yates (2011) have provided contrary evidence. Galster et al (2003) found that subsidized housing complexes for special needs residents created negative crime spillovers for their environs only when their density surpassed a threshold. Ellen et al (2012) found that crime rose only after active foreclosures or real estate (lender)-owned properties reached a threshold number on the blockface. Popkin et al (2012) found that crime rates in neighbourhoods rose in response to in-migration of former public housing residents who had been displaced from their demolished developments only when their share exceeded a threshold.

This set of consistent results points to the same clear policy implication: interventions that succeed in restraining neighbourhood contexts before they exceed thresholds past which negative consequences ensue can lead to enhancements in overall well-being for society (Galster, 2002; Galster and Zobel, 1998). In the particular case of this study, our findings suggest that policy makers should try to avoid residential concentrations of those who have recently offended, as the greater the density of offenders in any one neighbourhood, the more likely that some other residents will also become offenders for the first time.

This message is one that should inform an adjustment to how public agencies think about policies for the resettlement of offenders. Currently, most UK policy about why and how offenders coming out of custody should be resettled in the community concerns the impact that homelessness has upon reoffending rates (HMI, 2001; SEU, 2002), and the importance of settled accommodation for the future progress of the individual (NOMIS 2008), and access to support services (Kirkwood and Richley, 2008). Indeed, the difficulties for offenders in accessing private and social housing (Homeless Link, 2011) have been highlighted as partly due to the fact that offenders are often unable to demonstrate a local connection as required under housing legislation and are therefore “unlikely to be eligible for accommodation in an area other than the one from which they come” (Gojkovic et al, 2012).

But whereas those working in the resettlement sector see this housing circularity as problematic for individuals who might wish to start a new life elsewhere, our research indicates that this kind of ‘lock-in’ effect whereby the housing system tends to produce, directly or indirectly, concentrations of offenders in particular places, rather than a dispersal of offenders, can also be problematic for communities and for the criminal justice system as a whole if it results in more newly active offenders being recruited into criminality than would otherwise be the case. Thus, we would argue that the community dimension to the resettlement of offenders deserves greater attention from policy makers and practitioners than has hitherto been the case.

**Conclusions**

This research offers an original contribution to the literature about the impact of neighbourhood on individuals, by examining the effects over time of offender densities. Using a large, longitudinal dataset of all crimes and offenders within a city over a ten-year
period, it highlights that those living in areas with higher levels of prior offenders are more at risk of subsequently becoming active offenders themselves. While we can only postulate about the possible mechanisms for these relationships we can be clear from this analysis that these relationships exist and that they are strong and probably causal. Our panel analysis with lagged variables has allowed us keep neighbourhoods (datazones) fixed throughout the analysis and does not require us to rely on observations across datazones. This strengthens our conviction that these relationships are likely to be genuinely causal and that they add substantially to the neighbourhood effects literature.

The paper provides important evidence for policy makers who are concerned with reducing the numbers of offenders and subsequently the amount of crime being committed. Not only is there evidence which suggests that concentrating offenders into particular neighbourhoods will have undesirable consequences for the number of subsequent newly active offenders, but it has been demonstrated that there is a threshold beyond which the impact of local offenders increases.
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